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INTRODUCTION 
Stroke disease is caused by the breakage of the blood 
vessel or the presence of a blood clot in the blood vessel, 
resulting in an insufficient supply of nutrients to the brain 
(Donnan et al., 2008). Studies show that several risk factors 
contribute to stroke disease and are preventable (Feigin et 
al., 2016); usually, they are grouped into modifiable risk 
factors and unmodifiable risk factors (Markus & Brainin, 
2020). The clinical dataset is imbalanced in nature, and so 
also the stroke datasets, where the distribution of the 
minority class is lower than the majority class; this has 
profound effects on the algorithms to be used, as the 
algorithms will pay more attention to the majority class 
during training (Wu & Fang, 2020). Researchers resolve 
this problem either at the data preprocessing level or 
classifier level. At the data preprocessing level, we can 
under-sample the majority class to have the same 
distribution ratio as the minority class or oversample the 
minority class to have the same distribution ratio as the 
majority class, thereby creating more synthetic data 
(Sridharan et al., 2021). However, during the data sampling 
phase, there is no right sampling technique to use, but 
having a technique that samples the dataset efficiently is 
the optimal goal. 

Many researchers have contributed to applying various 
sampling algorithms and machine learning models to 
predict stroke. The work of Ahmed et al., (2019) proposed 
distributed machine learning algorithms using apache 
spark to predict stroke, and a random oversampling 
technique was used to sample the dataset. Cross-validation 
and hyperparameter tuning were applied to the logistic 
regression, decision tree, random forest, and support 
vector machine. Among all, random forest is the best 
model with an accuracy of 90%. Applying the Synthetic 
Minority oversampling Technique (SMOTE) on the 
dataset to sample the data by creating synthetic data points 
from the minority class to level up with the majority class 
and reducing the feature subspace will help improve the 
model performance and also take less time to train the 
model (Ray et al., 2020). Statistical methods like chi-
squared were used and reduced the feature space to six (6): 
age, heart_disease, average_glucose_level, hypertension, 
work_type, and ever_married with a performance 
accuracy of 97.6% using two-class Boosted Decision Tree 
as shown by Ray et al., (2020). Sailasya & Kumari, (2021) 
have employed an under-sampling technique that works 
by reducing the ratio of the majority class to label with the 
minority class, making the dataset balanced but facing the 
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ABSTRACT 
Stroke disease is a serious cause of death globally. Early predictions of the disease will save a 
lot of lives, but most of the clinical datasets are imbalanced in nature, including the stroke 
dataset, making the predictive algorithms biased towards the majority class. The research aims 
to compare different data resampling algorithms on the stroke dataset to improve the 
prediction performances of the machine learning models. This paper considered five (5) 
resampling algorithms, namely, Random over Sampling (ROS), Synthetic Minority 
oversampling Technique (SMOTE), Adaptive Synthetic (ADASYN), hybrid techniques like 
SMOTE with Edited Nearest Neighbor (SMOTE-ENN) and SMOTE with Tomek Links 
(SMOTE-TOMEK). The datasets are trained on six (6) machine learning classifiers, namely, 
Logistic Regression (LR), Decision Tree (DT), K-nearest Neighbor (KNN), Support Vector 
Machines (SVM), Random Forest (RF), and XGBoost (XGB). The hybrid technique 
SMOTE-ENN influences the best machine learning classifiers, followed by the SMOTE 
technique, while the combination of SMOTE and XGB performs better with an accuracy of 
97.99% and G-mean score of 0.99, and auc_roc score of 0.99. Resampling algorithms balance 
the dataset and enhance machine learning algorithms' predictive power. Therefore, we 
recommend resampling the stroke dataset in predicting stroke disease than modeling on the 
imbalanced dataset. 
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issue of insufficient data to train the models. Decision 
trees, logistic regression, random forest, k-nearest 
neighbor, support vector machine, and Naïve Bayes 
classification algorithms are designed and compared. Out 
of all the algorithms used, Naïve Bayes performs best with 
an accuracy of 82% which is less compared to other 
literature. In recent studies, AdaBoost and gradient 
boosting algorithms along with eight traditional methods 
like decision tree, logistic regression, multi-layer 
perceptron, k-nearest neighbor, random forest, and naïve 
Bayes are used in predicting stroke, a random 
oversampling technique is used, and a web page and 
mobile application are developed to calculate the result of 
the prediction based on real-time inputs. Random forest, 
and support vector machine performed the best with an 
accuracy of 99.87% and 99.99% respectively (Biswas et al., 
2022). Using a hybrid sampling technique like in the work 
of Abdullahi & Muhammad, (2022) has shown significant 
performance in predicting stroke using xgboost, lightgbm, 
catboost, and adaboost classifiers. The highest 
performance reach is by catboost with 99.7% accuracy and 
0.99 auc_roc score. None of the pieces of literature 
compare the influences of these sampling techniques on 

the model performance. In this work, we examine the 
different data resampling techniques with conjunction of 
engineering features like age, bmi, and 
average_glucose_level to improve the predictive 
performance of stroke prediction. 
Therefore, this study aims to compare various resampling 
techniques in balancing stroke datasets and examine their 
effects in predicting stroke disease using different machine 
learning algorithms. 
 
MATERIALS AND METHODS 
 
In this study, we compare various data resampling 
algorithms in conjunction with machine learning algorithms 
to predict stroke disease. The following are the steps 
involved in achieving the objective of the study. 
Data collection 
The dataset is obtained from kaggle open-source data 
repository (Fedesoriano, 2021). It comprises of 10 stroke 
risk factors and target output, which signifies stroke or no 
stroke (Alberto & Rodríguez, 2021; Emon et al., 2020; 
Sailasya & Kumari, 2021). Detail description of the stroke 
risk factors is given in Table 1. 

Table 1: Description of the stroke risk factors 

S/N Variable Name Data Type & Value Descriptive Statistics 

1 gender Object, ['male', 'female', 'other'] Counts: 5110 Male: 2994, female: 2115, 
other: 1 

2 age Float, in years/months Counts: 5110, min: 0.08, max: 82.0, mean: 
43.2, std: 22.6 

3 hypertension Integer, [0, 1] Counts: 5110, 'No hypertension (0)': 4612, 
'hypertension (1)': 498 

4 heart_disease Integer, [0,1] Counts: 5110, 'No heart Disease (0)': 4834, 
'Heart Disease (1)': 276 

5 ever_married Object, ['Yes', 'No'] Counts: 5110, 'Yes': 3353, 'No': 1757 

6 work_type Object, ['private', 'Self-employed', 
'children', 'Govt_job', 
'Never_worked'] 

Counts: 5110, private: 2925, Self-employed: 
819, children: 687, Govt_job: 657, 
Never_worked: 22 
 

7 Residence_type Object, ['Rural', 'Urban'] Counts: 5110, Rural: 2514, Urban: 2596 

8 Avg_glucose_level Float Counts: 5110, min: 55.12, max: 97.6, mean: 
106.14, std: 45.28 

9 bmi Float Counts: 4909, min: 10.30, max: 97.60, 
mean: 28.89, std: 7.85 

10 smoking_status Object, ['Smoked', 'Never_smoked', 
'formerly smoked', 'Unknown'] 

Counts: 5110, Never_smoked: 1892, 
Unknown: 1544, formerly smoked: 885, 
smokes: 789 

11 stroke Integer, [0,1] Counts: 5110, 'No Stroke (0)':4861, 'Yes 
Stroke (1)': 249 

 
Data preparation 
Each feature is transformed to algorithm-based form in 
terms of numeric attributes, the followings involve steps 
taken in preparing the dataset. 
i. Handling Missing Value: The stroke dataset has only 

one variable with a missing value which is the bmi 

variable. Firstly, we employ the KNNImputer 
algorithm to fit the data and replace the missing 
values. Secondly, the smoking_status variable has a 
value of 'Unknown' which can signify a null value; we 
applied the statistical mode of the 'smoking_status' 
variable to replace the 'Unknown'. 

89 

https://scientifica.umyu.edu.ng/


 
 

UMYU Scientifica, Vol. 2 NO. 1, March 2023, Pp 76– 87 

https://scientifica.umyu.edu.ng/                                       Abdullahi et al. /USci, 2(1): 76 –87, March 2023         

 

ii. Discretization: Discretization of features involved 
creating categorical features from numerical features. 
We feature engineered age, bmi, and 
avg_glucose_level risk factors to create other 
categorical variables, namely; age_cat with values 
[children, teen, adults, mid-adults, elderly], bmi_cat 
with values [underweight, ideal, overweight, obesity], 
and avg_glucose_level_cat with values [Very Low, 
Low, Normal, High, Very High]. 

iii. Handling outliers: outliers affect the performance of 
predictive models hence the need for handling them 
can improve model performance. Here, we handle 
outliers in bmi and avg_glucose_level, using the 
interquartile range method, data points greater than 
the threshold (1.5*IQR + Q3) is an outliers, so also 
any data point less than (Q1 - 1.5*IQR) is an outlier. 
Where IQR stands for interquartile range and is 
defined as IQR = Q3 – Q1, while Q1 and Q3 stand 
for the first quartile and third quartile, respectively. 

iv. Label Encoding: This involves converting discrete 
features with values other than numbers to contain a 
numerical value. We converted all categorical features 
into numerical values using LabelEncoder. 
 

Data resampling 
Data resampling involves the use of algorithms and 
techniques to handle class imbalances in datasets. In this 
study, we use the following resampling algorithms and 
compare their effect on machine learning algorithms. 
i. Random Over Sampling (ROS): it is an over-sampling 

algorithm that randomly selects instances from the 
minority class with replacement, and adds to the 
training set until the class ratio is balanced. 
Duplication of instances can cause overfitting (He & 
Garcia, 2009). 

ii. Synthetic Minority Oversampling Technique 
(SMOTE): it is an over-sampling algorithm that 
creates synthetic data from the minority class. It does 
that by interpolating between samples of the same 
target class and creating a new instance in between. 
The newly created instance is different from the 
existing instances of the minority class. Though it has 
shown good performance in balancing the data, it can 
introduce noise in the data (Chawla et al., 2002) 

iii. Adaptive Synthetic (ADASYN): it is an over-sampling 
technique proposed by (He et al., 2008) It creates 
synthetic data by using different weighted 
distributions for the minority class instances based on 
the difficulty of learning, thereby, generating more 
synthetic data for instances that are difficult to learn. 

iv. Synthetic Minority Oversampling Technique with 
Edited Nearest Neighbor (SMOTE-ENN): It 
comprises under-sampling and over-sampling 
Techniques. The SMOTE is an over-sampling 
Technique that creates synthetic data and balances the 
distribution while the ENN is an under-sampling 
technique that performs the task of removing 
instances from overlapping regions. Here, it removes 

misclassified instances from both minority and 
majority classes (Lamari et al., 2021). 

v. Synthetic Minority Oversampling Technique with 
(SMOTE-TOMEK) comprises under-sampling and 
over-sampling Techniques. The SMOTE is an over-
sampling Technique that creates synthetic data and 
balances the distribution while the TOMEK removes 
data instances from the majority class that has 
minimum Euclidean distance from the minority class 
data instances (More, 2016). 
 

Model training 
The dataset is further divided into training and validation 
sets using the ratio 80:20. A 10-fold cross-validation was 
used to prevent overfitting. We used six (6) machine 
learning algorithms to train on the 80 ratios and validate it 
on the 20 ratios. The algorithms are; logistic regression 
(LR), K-Nearest Neighbor (KNN), Decision Tree (DT), 
Support Vector Machine (SVM), Random Forest (RF), 
and Extreme gradient Boosting (XGBoost). The model's 
hyperparameter setting is given in Table 2. 
 
Table 2: machine learning classifiers and their parameter 
settings 

MODEL PARAMETER SETTINGS 

LR C: 1.0, solver: 'lbfgs', penalty: l2 
K-NN K=6, p=2 
DT max_depth: 10, min_samples_leaf: 20, 

criterion: 'entropy' 
SVM C: 1, gamma: 'scale', kernel: 'rbf, degree: 3 
RF n_estimators: 35, max_depth: 5, 

max_features: ‘auto’, min_samples_split: 2, 
min_samples_leaf: 1 

XGB Default hyperparameters 

 
Evaluation metrics 
In this study, we used only three metrics of measure to 
compare the algorithms and they are: 

i. Accuracy: Accuracy measures how often a classifier 
correctly predicts. It is the ratio of the number of 
correct predictions to the total number of 
predictions (Jason, 2020). Mathematically defined in 
Eq. (1); 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
  

                   (1) 
ii. auc_roc score: The AUC-ROC Score stands for Area 

Under the Curve (AUC) of Receiver Operating 
Characteristic (ROC), it is the area under the 
probability curve that plots True Positive Rate (TPR) 
against False Positive Rate (FPR) at various 
threshold values (Sun et al., 2009). It is best suited for 
imbalanced data problems. 

iii. Geometric mean score: This measure tries to 
maximize the accuracy on positive and negative 
instances while balancing these accuracies. For 
binary classification, G-mean is the squared root of 
the product of the sensitivity and specificity. It is an 
excellent metric to use when the data is been 
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resampled. And it is mathematically broken down in 
Eq. (2). 

 

𝑆 =  √𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 ∗ 𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦    (2) 

 

𝑤ℎ𝑒𝑟𝑒 𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 (𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑟𝑎𝑡𝑒)

=   
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

 

𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 (𝑡𝑟𝑢𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑟𝑎𝑡𝑒) =  
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 

𝑇𝑃 = 𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒,   
𝑇𝑁 = 𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒, 
𝐹𝑃 = 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒, 
𝑎𝑛𝑑 𝐹𝑁 =  𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 

 
RESULT 
 
Resampling algorithms result 
The collected stroke dataset is highly imbalanced with only 
5% of the minority (1) class and 95% of the majority (0) 
class as are given in Figure 1. While other distributions of 
the resampling algorithms is given in Figure 2 for ROS 
where both classes are 50% each. Figure 3 for SMOTE 
where both classes are 50% each. Figure 4 for ADASYN 
where class (1) is 50.1% of the total dataset and class (0) is 
49.9%. Figure 5 for SMOTE-ENN where class (1) is 
54.0% of the total dataset and class (0) is 46.0%., and 
Figure 6 for SMOTE-TOMEK with 50%  each, for both 
classes. 
 

 
Figure 1: Imbalanced stroke dataset (original dataset) 

 

 
Figure 2: resampled dataset using ROS 
 

 
Figure 3: resampled dataset using SMOTE 

 

 
Figure 4: resampled dataset using ADASYN 
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Figure 5: resampled dataset using SMOTE-ENN 
 

 
Figure 6: resampled dataset using SMOTE-TOMEK 

Analysis of the resampling algorithms based on the time it 
takes to balance the dataset in seconds is given in Table 3. 
 
Table 3: Execution time of the Resampling algorithms in 
seconds 

Resampling algorithm Execution time (sec) 

ROS 0.0160 
SMOTE 0.0320 
ADASYN 0.1080 
SMOTE-ENN 2.5622 
SMOTE-TOMEK 5.5557 

 
The result shows that hybrid algorithms like SMOTE-
TOMEK and SMOTE-ENN took more time to balance 
the data than the individual oversampling algorithms. 
 
Machine learning classifiers result  
After applying the resampling algorithm, we trained six (6) 
machine learning classifiers on the resample data, and their 
result is given in table 4 and table 5. Three (3) evaluation 
metrics namely; accuracy, G-mean scores, and auc_roc 
score are employed to compare between this classifiers 
and know the model's performance. 
 
Table 4: performance result of the machine learning 
classifiers on the imbalanced dataset 

Model Accuracy 
(%) 

G-mean 
score 

auc_roc score 

LR 95.01 0.00 0.49 

KNN 94.72 0.14 0.51 

DT 90.80 0.31 0.52 

SVM 95.12 0.00 0.50 

RF 95.01 0.14 0.51 

XGB 94.52 0.28 0.53 

 
 

Table 5: performance result of the machine learning classifiers on the resample dataset 

Model Evaluation metrics ROS SMOTE ADASYN SMOTE-ENN SMOTE-TOMEK 

 
LR 

Accuracy (%) 79.64 92.23 92.39 94.86 92.65 
G-Mean score 0.79 0.92 0.92 0.95 0.93 
Auc_roc score 0.80 0.92 0.92 0.95 0.93 

 
KNN 

Accuracy (%) 93.21 95.58 94.92 95.18 94.98 
G-Mean score 0.93 0.96 0.95 0.95 0.95 
Auc_roc score 0.93 0.96 0.95 0.95 0.95 

 
DT 

Accuracy (%) 97.79 94.36 94.92 94.92 95.14 
G-Mean score 0.98 0.94 0.95 0.95 0.95 
Auc_roc score 0.98 0.94 0.95 0.95 0.95 

 
SVM 

Accuracy (%) 86.63 94.19 94.56 95.12 93.76 
G-Mean score 0.86 0.94 0.95 0.95 0.94 
Auc_roc score 0.86 0.94 0.95 0.95 0.94 

 
RF 

Accuracy (%) 99.28 96.86 96.92 96.98 96.88 
G-Mean score 0.99 0.97 0.97 0.97 0.97 
Auc_roc score 0.97 0.97 0.97 0.97 0.97 

 
XGB 

Accuracy (%) 96.99 97.99 97.28 97.55 97.20 
G-Mean score 0.97 0.98 0.97 0.98 0.97 
Auc_roc score 0.97 0.98 0.97 0.98 0.97 

LR – Logistic regression, KNN – K-Nearest Neighbor, DT – Decision Tree, SVM – Support Vector Machine, RF – Random Forest, XGB – XGBoost 

92 

https://scientifica.umyu.edu.ng/


 
 

UMYU Scientifica, Vol. 2 NO. 1, March 2023, Pp 76– 87 

https://scientifica.umyu.edu.ng/                                       Abdullahi et al. /USci, 2(1): 76 –87, March 2023         

 

After we have trained the classifiers on imbalanced data 
we can see that all of them perform well based on the 
accuracy. But one of the issues with the accuracy metric is 
that if the dataset is not balanced, it pays more attention 
to the majority class thereby making it seems well but is 
not. In this case, we look at the auc_roc score, which 
clearly shows that our classifiers barely performed above 
average. This is the worst performance, especially logistic 
regression. So, resampling the data could solve the 
problem. 
 

From Table 5, the result of the classifiers trained on the 
resample data shows good results as both the accuracy and 
auc_roc score are encouraging. 
 

DISCUSSION 
 
The study aims to compare the influence of various 
resampling algorithms in predicting stroke diseases using 
different machine learning classifiers. Accuracy, G-mean 
score, and auc_roc score metrics are utilized in the 
comparison. 
In Table IV, all the machine learning classifiers perform 
worst as they are not better than a random guess classifier, 
which signifies the need to handle the dataset's imbalanced 
nature. 
In Table V, all the resampling algorithms perform well in 
balancing the dataset; the G-mean score has proven that. 
The hybrid resampling algorithms, especially SMOTE-
ENN influence the most in balancing the data because it 
makes the machine learning classifiers predict well with 
good accuracy score, G-mean score, and auc_roc score. 
The combination of SMOTE with XGBoost gives us the 
best result followed by SMOTE-ENN with XGBoost in 
terms of accuracy score, G-mean Score, and auc_roc 
score. 
 
CONCLUSION 
 
In conclusion, the measure of accuracy score on 
imbalanced data is misleading and machine learning 
classifiers performed above average as measured using the 
auc_roc score. The result shows that the machine learning 
classifiers performed well on all the resampling algorithms 
with a hybrid technique like SMOTE-ENN performing 
the best in terms of the entire machine learning classifiers' 
result. The combination of SMOTE and XGBoost 
produced the best result in predicting stroke disease. 
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